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Outline 
Basics of inelastic x-ray 
scattering (IXS) 
§  What is IXS? 
§  What can be measured and 

why should you care? 
§  Cross section and S(Q, ω) 

Different material degrees 
of freedom 
§  Lattice  
§  Spins  
§  Orbitals 
§  Charge 

 
 
 
 
 

Plan for each of these 
§  Cross section 
§  Instrument 
§  Case study  
§  Advantages/disadvantages 

of IXS vs. competing 
methods 



BASICS OF INELASTIC 
SCATTERING 



Scattering 

Elastic scattering 
 
 
 
Inelastic scattering 
 
 
 
For condensed matter need               Å i.e. x-rays!             

ωi, ki, εi ωf, kf, εf 

2θ 

Q = kf − ki ≈
4π
λ
sin(θ )

ω =ω f −ω i

ω f =ω i

ω f ≠ω i

dσ
dΩ

d 2σ
dΩdω

λ ≈a≈1



Inelastic scattering – accessing 
dynamics & Hamiltonian 

 
Inelastic scattering gives 
excitation spectrum i.e. 
eigenstates that determine 
the system’s dynamics 
 
Can infer Hamiltonian 
 
 
 
Full description of 
interactions! 
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nanoHUB.org online simulations and more

Phonon Heat Conduction

• Phonons are quantized 
lattice vibrations

• Govern thermal properties 
in electrical insulators and 
semiconductors

• Can be modeled to first 
order with spring-mass 
dynamics

• Wave solutions
♦ wave vector K=2π/λ
♦ phonon energy=ħω
♦ dispersion relations gives 

ω = fn(K)

ω

K

optical branch

acoustic branch

sound speed
(group velocity)
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Dispersion Curve

• Changing K by 2π/a leaves x unaffected
♦ Only N values of K are unique
♦ We take them to lie in -π/a < K < π/a

ω(K)

K

π/a- π/a 

2(g/m)1/2

nanoHUB.org online simulations and more

Lattice Vibrations, cont’d

• Near the minimum, the energy is well 
approximated by a parabola

♦ x = r – r0 and   g = spring constant
• Now consider a one-dimensional chain of 

molecules
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Degrees of freedom & excitations 

 
 
 

X-rays can access all these excitations! 
Very stringent tests for model Hamiltonians related to 
all these degrees of freedom. 

Degree of freedom Excitations Very approximate 
Energy scale 

Lattice Phonons 0->200 meV 

Spin Magnon, bimagnon, 
spinon, … 

0-500 meV 

Orbital dd-transition or 
orbiton 

~1-5 eV 

Charge Plasmon, charge 
transfer excitation 

~0-100 eV 



Excitations spectrum of a metal  7518 S K Sinha

Figure 3. Schematic diagram of S(q,ω) illustrating poles or quasi-poles of χ(q,ω) for various
elementary excitations.

which relates the scattering function to the imaginary part of the electron density response
function, which we may refer to henceforth as χρρ(q,ω).

We thus see that the x-ray scattering will have peaks wherever the electron density response
function χρρ(q,ω) has poles. These will occur wherever there is a collective response of the
electron gas (plasmons), or a response to the lattice vibrations (phonons), or a single particle
response (particle–hole excitations, excitons etc).

For a given q, we sketch in figure 3 a schematic diagram of what χ ′′
ρρ(q,ω) might look

like for a typical solid as a function of ω.
There are methods to calculate the electron density response function in various

approximations. A commonly used approximation is the so-called random phase
approximation [3] (RPA), which is basically a self-consistent field approximation. Consider
for the moment a frozen lattice and an external (weak) time-dependent potential acting on the
electron system in the solid. This corresponds to a perturbation

H1 = −eρ(r)[ei(q·r−ωt)Vint(q,ω) + c.c.]. (50)

If we switch off the electron–electron interactions, and write the electron states as
independent free-electron states

|k⟩ = L−3/2 eik·r. (51)

Equation (44) can be shown to yield for this so-called ‘non-interacting’ density–density
response function

χ0(q,ω) =
∑

k,k′

n(k) − n(k′)

Ek′ − Ek − h̄ω
⟨k|e−iq·r|k′⟩⟨k′|eiq·r|k⟩ (52)

where n(k) is the occupation number of electron state k (including spin).
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Excitation spectrum of a strongly 
correlated material 

Mott insulator La2CuO4 



Word of warning 

These excitations cannot be measured in one 
experiment! Lots of parameters need to be optimized 
for a particular goal 
§  Working energy 
§  Energy resolution / throughput trade off 
§  Non-resonant or resonant (and which resonance) 
 
IXS is consists of many different sub techniques each 
with specialized instruments 
§  Fail to plan – plan to fail! 
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Kramers–Heisenberg formula 

Interaction between photon and electrons in a material 
though 
 
Preferable route 
 
 

d 2σ
dΩdω

"

#
$
res

≈ | P(ω) |2 S (!q,ω) ? 

H int

Properties of 
x-rays and 
core electrons 

Properties 
of valence 
electrons 

1st term 2nd term 

Ament et al. Rev. Mod. Phys. 83, 705 (2011) 



Dynamical structure factor S(Q, ω)  

S(Q,ω) = 1
π

χ ''(Q,ω)
1− exp(−ω /KBT )

S(Q,ω) = 1
2π!

dt e
−∞

∞

∫
−iωt

ρ(Q, t = 0)ρ+(Q, t)

χ (Q,ω) = χ '(Q,ω)+iχ ''(Q,ω)

P = ε0χ E

M = χ H

Response of material 
to a small oscillating 
field 



MEASURING THE LATTICE I.E. 
PHONONS 



Case study: MgB2 

Superconductor at 39 K 
record (at the time) for non-
cuprate 
 
Flurry of activity to 
determine superconducting 
mechanism 
 
Phonons? 

J. Nagamatsu et al., Nature 410, 63-64 (2001) 



Back to Kramers–Heisenberg formula  

         1st term >> 2nd term 
 
                                                        vector potential 
 
Weak interaction  
 
 
 
for an element 
 
                                                        

d 2σ
dΩdω

∝  〈 f |H int | i〉+ 〈 f |H int | n〉〈n |H int | i〉
Ei −En + !ωi + iΓ|n〉

∑
2

1st term 2nd term 
Ei ≠ En

H int = HThomson =
1
2
r0 A2 (rj, t)

j
∑ A(rj, t)

d 2σ
dΩdω

=  r0
2 (εi ⋅ε f )

2 ki
kf

f (Q) 2 S(Q,ω) f (Q)

f (Q)



Which phonons are highest intensity? 
 
General trends for scattering geometry? 
 
Full calculations are required for a full-proof plan! 

S(Q,ω) = n(ω)+ 1
2
±
1
2j

∑ 1
Ej (q)

Fin (Q)δ(ω ±Ej (q))

Finj = Mk
−1/2 fk (Q)∑ [ek

j (q) ⋅Q]exp(iQ ⋅ r)exp(−wk )
2



Instrument concept 
Required energy resolution 
2 meV / 20 keV = 10-7  ! 
 
Bragg optics 
                  
                     require high energy x-ray ~ 20 keV 
 
 
 
Simplest mono & analyzer based on Si reflections in 
close-to-back-scattering geometry 
 
 

λ = 2d sin(ΘB ) Δθ = tan(ΘB )
ΔE
E

ΘB ≈ 90
o

ΔE
E
∝
Δd
d



An IXS spectrometer for phonons: 
HERIX, Sector 30, APS 

2
Pioneering 
Science and
Technology

Office of Science
U.S. Department 

of Energy

10 cm
1 mm

3 mm

3 -10 m analyzer arm

in-line 
monochromator

analyzer

detector

sample
mirror

13 - 25 keV

Spectrometers for Inelastic X-ray Scattering

Energy resolution: 10 - 1 meV
E ∼∼∼∼1/E4 !

undulator

backscattering monochromator
(ESRF, Sp8)

Other instruments: ID28 ESRF,             
      BL35XU SPring8   

Unique Set of RIXS Analyzers

tested exist

Yu. Shvyd’ko A. Said R. Khachatryan M. Wieczorek D. Casa

Element E Crystal Reflec- �Ei �Eg �Etot

tion intr. geom. total
[keV] [meV] [meV] [meV]

V(O) 5.480 LiNbO3 ( 0 0 0 12) 109 71 130

Cr(O) 6.009 Si ( 5 1 1) 52.2 61 81

Mn(O) 6.555 Si ( 0 4 4) 62 72 95

Fe(O) 7.130 Ge ( 6 2 0) 115 108 158

Co(O) 7.720 LiNbO3 ( 3 3 6 6) 49 36 60

Ni(O) 8.345 LiNbO3 ( 0 6 6 0) 50 19 54

Ge ( 2 4 6) 76 99 123

Cu(O) 8.990 Ge ( 3 3 7) 42 41 59

Eu 6.977 Ge ( 6 2 0) 112 51 123

Yb 8.944 Ge ( 0 0 8) 64 131 145

Advances in X-Ray Optics for IXS Yu. Shvyd’ko IXS Workshop, NSLS-II, February 7-8, 2008 foil 16/44

Cu K-edge RIXS Analyzer: Improved Resolution
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E
0
=8.990 keV

90 meV

Ge(3 3 7) analyzer
R

A
= 1 m & strip detector

Crystal segments:

1.5 ⇥ 1.5 mm2

Expected: 90 meV

Deconvoluted: 52 meV

• Less demanding analyzer fabrication.
• Better energy resolution.

Advances in X-Ray Optics for IXS Yu. Shvyd’ko IXS Workshop, NSLS-II, February 7-8, 2008 foil 13/44

             9 m 



HERIX-3 and HERIX-30 

HERIX&3

6)m

2.2 meV

HERIX&30

9)m

1.4 meV

High%resolu,on.
monochromator

10)cm!
1)mm!

3)mm

analyzer

detector

sample mirror

Undulator,.
High%heat..
Load.mono

E= 21-24 keV
ΔE ~ 2 eVΔE ~ 1 meV

Scans use 
fixed Ef and 
vary Ei 



Phonon spectra 

Stokes / Anti-Stokes 
 
Energies match DFT 
 
But broadening of 
“E2g” mode 

including the need to optimize the structure factors,
single (!-A) or multianalyzer (!-M, A-L) measurement
mode, and spectrometer and time limitations.

In Fig. 1 we show data taken at the 0.6 !-A point in the
BZ. The acoustic mode as well as the lower energy optical
mode (E1u) are visible as resolution-limited peaks. Most
importantly, a broad peak is observed at higher energy
loss, corresponding to the E2g mode. We performed least
square fits to sums of Lorentzian functions with FWHM
corresponding to the experimental resolution for the
resolution-limited peaks and a free parameter for the
strongly damped phonon. These yield the dispersion as
well as the linewidth variation over the BZ. Despite
statistical limitations (3–6 counts=min on this peak along
!-A) and tails of the peaks from the stronger, low energy
phonons, the peak energy as well as the linewidth can be
estimated with reasonable confidence.

Figure 2 shows a similar energy loss scan at
!0:97 2:29 0:54" close to the 0.58 A-L point. A strong
acoustic mode is seen at 30 meV. The peak at 50 meV
corresponds to the A2u branch and the one at 65 meV to
another acoustic branch. Finally, two resolved features
are seen at 85 and 97 meV. These are the two E2g modes
which in this region of reciprocal space are well separated
from other modes. Though, given the statistics, it would
be hazardous to estimate a linewidth, the comparison
between the experimental and ab initio spectra suggests
that the linewidths of both the E2g modes are resolution
limited and so the damping is much less than that along
!-A. As for the measurement nearly along !-M, the

structure factor for the optical modes strengthens only
near the zone boundary. At the point measured nearest to
M [!1:05 1:45 0", not shown], the E2g and E1u modes are
comparable in intensity but separated by only about 1 meV
according to our calculation and we do measure a single
peak only somewhat broader (FWHM # 10 meV) than
the experimental resolution, indicating reduced E2g line-
width. The proximity of the E1u mode, however, prevents
a firm conclusion in this regard. We mention that the
calculated structure factors and energies show excellent
quantitative agreement with our measured data of which
we have shown only two examples.

Similar analysis was done for several points along the
three directions in order to experimentally determine the
phonon dispersion and the linewidths. The difference in
calculated phonon energies between the measured points
and corresponding points exactly along !-M and A-L
(!;!1;!2 $ 0) is less than half a meV in all cases. We
can thus compare the experimental phonon dispersion
with the theoretical calculation along the high-symmetry
lines, as shown in the bottom panel in Fig. 3 (circles).

The measured intrinsic linewidth of the E2g branch,
shown in the top panel in Fig. 3, is strongly anisotropic in
the BZ. Along !-A it is particularly large (ranging from
20 to 28 meV), while near L and probably near M it is
below the experimental resolution.

Electronic structure calculations [21] were performed
using DFT in the generalized gradient approximation
[22]. We used norm conserving pseudopotentials [23].
For Mg we used nonlinear core corrections [24] and we
treated the 2s, 2p levels as core states. The wave functions
were expanded in-plane waves using a 35 Ry cutoff.
The calculations were performed with the experimental
crystal structure, namely, a $ 3:083 "A and c=a $ 1:142.
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FIG. 1 (color online). Energy loss scan in almost transverse
geometry measured at Q $ !1 2 0:3" corresponding to 0.6 !-A.
The data, normalized to the incident flux, are shown with the
least-squares fit (dashed line) and the ab initio spectrum with
and without broadening due to experiment and electron phonon
coupling (solid lines). The broad peak corresponds to the
damped E2g mode and is shown in greater detail in the inset.
The peak at zero is due to diffuse scattering.
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FIG. 2 (color online). Energy loss scan, measured at Q $
!0:97 2:29 0:54" corresponding closely to 0.58 A-L, with
the least-squares fit and the ab initio spectrum calculated at
0.58 A-L.

P H Y S I C A L R E V I E W L E T T E R S week ending
7 MARCH 2003VOLUME 90, NUMBER 9

095506-2 095506-2Shukla et al., PRL 90, 095506 (2003) 
Baron et al,. PRL 92,  197004 (2004) 



Phonon dispersion 
Phonon width 
contributions 
§  Disorder ✗ 
§  Anhamonicity ✗ 
§  Electron-phonon 

coupling ✓ 

Compelling verification of 
e-ph coupling driven SC 

The harmonic phonon frequencies were computed in the
linear response [25]. We used a 16! 16! 16 Monkhorst-
Pack grid for the electronic BZ integration and first order
Hermite-Gaussian smearing [26] of 0.025 Ry. The dy-
namical matrix at a given point of the BZ was obtained
from a Fourier interpolation of the dynamical matrices
computed on a 6! 6! 4 phonon mesh. The resulting
phonon frequencies are shown in Fig. 3 and are in good
agreement with a recent calculation [12]. The agreement
with experiment is remarkable.

The contribution to the FWHM linewidth !q" at mo-
mentum q for the " phonon mode due to the electron-
phonon interaction can be written as [16]:

!q" " 4#!q

Nk

X

k;n;m
jg"kn;k#qmj2$$"kn%$$"k#qm%; (1)

where the sum is extended over the BZ, Nk is the number
of k points in the sum, and "kn are the energy bands
measured with respect to the Fermi level at point k. The
matrix element is g"kn;k#qm " hknj$V=$uq"jk# qmi=
!!!!!!!!!!!

2!q"
p

, where uq" is the amplitude of the displacement
of the phonon " of wave vector q, !q" is the phonon
frequency, and V is the Kohn-Sham potential.

In the calculations we used Nk " 303 inequivalent k
points, obtained from a mesh randomly shifted from !,

and in Eqs. (1) and (3) we substituted the $ functions with
Gaussians. The electron-phonon coupling %q" is obtained
from the linewidth [16] as:

%q" " !q"

2#N$0%!2
q"

; (2)

N$0% " 0:354 states=$MgB2 eV spin% being the density of
states at the Fermi level.

The second contribution to the linewidth is given by the
anharmonicity in the crystal potential. At lowest order
for the mode " of a zone center phonon the FWHM
linewidth is [17,27,28]:

!0" " # "h
8Nq

X

q;&'

"

"

"

"

"

"

"

"

@3E
@u0"@uq&@u!q'

"

"

"

"

"

"

"

"

2IDq&'" # IAq&'"

!0"!q&!q'
; (3)

E being the energy per cell, nq& the Bose occupation for
mode & at wave vector q, IDq&'" " $nq& # nq' # 1% !
$$!0" &!q& &!q'% describes the decay in the two
phonons & and ', and IAq&'" " 2$nq& & nq'% !
$$!0" &!q& #!q'% describes the '-phonon absorption
and the &-phonon emission.

We computed the anharmonic linewidth at the high-
symmetry points !, A, and M. For the calculation at A we
consider a 1! 1! 2 supercell with 6 atoms, while for the
M point we use a 2! 2! 1 cell with 12 atoms. The third
order matrices were evaluated using linear response
theory and the 2n# 1 theorem for metals [29]. The
anharmonic contribution was evaluated at 0 and 300 K.

At ! the anharmonic linewidth is largest for the E2g
mode and equal to 0.16 meV at T " 0 K and 1.21 meV at
T " 300 K. Both the values are negligible if compared
with the experimental Raman linewidth of roughly
40 meV [14], suggesting that the main source of broad-
ening is the electron-phonon interaction.

The results of the calculation of the two contributions
to the linewidth at A and M are shown in Table I. At the A

TABLE I. Calculated linewidths (meV) due to anharmonicity
at 0 K (!0

"), 300 K (!300
" ), and electron-phonon interaction !" at

M and A for all modes. Phonon frequencies increase from top to
bottom. %" is the electron-phonon coupling. E2g modes are in
boldface.

M A
!0
" !300

" !" %" !0
" !300

" !" %"

0.00 0.12 0.00 0.00 0.00 0.17 0.00 0.00
0.00 0.15 0.01 0.01 0.00 0.17 0.00 0.00
0.02 0.12 0.06 0.02 0.00 0.63 0.08 0.05
0.12 0.48 1.13 0.20 0.00 0.63 0.08 0.05
0.06 0.25 0.00 0.00 0.02 0.22 0.84 0.28
0.07 0.33 2.34 0.30 0.02 0.20 0.08 0.02
0.26 0.42 1.06 0.06 0.10 2.13 20.35 2.83
0.45 0.69 1.21 0.07 0.10 2.13 20.35 2.83
0.47 0.72 0.08 0.00 0.13 0.23 0.05 0.00
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FIG. 3 (color online). Bottom: Experimental (circles) and
theoretical phonon dispersion (solid line) in MgB2 along !-A,
!-M, and A-L. In the region near the M point, the probable de-
tection of the E2g mode is indicated with a square symbol (see
text). The crosses indicate a parasite signal of unknown origin.
Top: Intrinsic linewidth of the E2g mode. The experimental
linewidth (circles) is large along !-A and below the experi-
mental resolution (dashed line) near L and M. The theoretical
result (diamonds) for the electron-phonon coupling contribu-
tion to the linewidth is also shown. Along A-L and !-M where
the E2g mode is nondegenerate, both theoretical values are
shown, when different. E2g linewidth decreases progressively
from A to L and experimentally the two branches are resolved
for the point nearest to L.

P H Y S I C A L R E V I E W L E T T E R S week ending
7 MARCH 2003VOLUME 90, NUMBER 9
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λν (q) =
γν (q)

2πN(0)ων
2 (q)



Advantage/disadvantages x-ray vs. 
neutrons for phonons 

Use x-rays 
§  Small samples 
§  High pressures 
§  Q, E access 
§  Need good Q resolution  

Use neutrons 
§  Sub meV energy 

resolution 
§  Certain light atoms within 

compounds – particularly 
oxygen 

§  Many more INS 
spectrometers! 

Raman scattering easier and cheaper if Q-resolution is not 
required! 



MEASURING THE SPINS I.E. 
MAGNETIC EXCITATIONS 



Kramers-Heisenberg equation 

1st term – very low sensitivity to magnetism 
 
Use Ei=En   
 
|n> is state with core hole: 
§  Increases cross section 
§  Allows coupling to “forbidden” excitations 

Resonant inelastic x-ray scattering (RIXS) 
 
 
 
  
  
                                                        

d 2σ
dΩdω

∝  〈 f |H int | i〉+ 〈 f |H int | n〉〈n |H int | i〉
Ei −En + !ωi + iΓ|n〉

∑
2

1st term 2nd term 

Gibbs J. App. 
Phys. 57, 3615 
(1985)  



Direct vs indirect RIXS  
Direct 
§  Core electron è valance band 
§  Electron from different state fills core hole  
§  E.g. 2p-3d resonance in 3d9 cuprates 
 
Indirect 
§  Core electron è above valance band 
§  Electron from same state fills core hole 
§  Direct process dominate indirect process when not 

forbidden 
§  E.g. 1s-4p resonance in 3d9 cuprates 

 
 
 



Cu L-edge RIXS in the cuprates 

2p1/2 

3d z2-r2 

3d x2-y2 

2p3/2 

1.5 eV 

20 eV 

Spin flip d-d excitation 

930 eV 

Elastic scattering 

xy 
xz/yz 
not shown 

| f 〉 = 2p3/2
4 3d 9 *| i〉 = 2p3/2

4 3d 9 | n〉 = 2p3/2
3 3d10

SO coupling 



Cu K-edge RIXS in the cuprates 

1s 

3d 
manifold 

4p 
manifold 

8990 eV 

| i〉 =1s23d 9 4p0 | f 〉 =1s23d 9 * 4p0| n〉 =1s13d 9 4p1

Core 
hole  
potential 



Cu L3 edge  
2p3/2

 – 3d 
 

Cu K edge  
1s – 4p 
 

Charge-transfer  
excitations 

d-d excitations 

d-d excitations 

Charge-transfer  
excitations 

Single 
Magnons 

Elastic  
line 

Two  
Magnons 

Ei=930 eV 

Ei=8990 eV 

Cu L-edge vs. Cu K-edge: La2CuO4  



Instrument concept for soft x-rays 
Soft x-rays:  
E<2 keV ; λ> 6.2 Å 
 
No suitable Bragg reflections 
 
Dispersive elements are 
gratings 
 

sample 

ccd 

VLS 
grating slits 

(π,0) 

(π/2,π/2) 

(0,0) 

Brillouin zone 

a=b=3.8 Å 



SAXES at SLS Resolution 130 meV 



Magnetism in the high temperature 
superconductors La2-xSrxCuO4 



Cu L-edge spectra 

Magnetism persists up 
to x=0.4 
 
This suggests high 
energy excitations 
might have marginal 
role for SC 
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Advantage/disadvantages x-ray vs. 
neutrons for spin excitations 

Advantages 
§  Small samples   
§  Relative good count rates 
§  Good Q resolution 
§  Good at high E 

Disadvantages 
§  Poor E resolution 
§  Upper limit on Q 
§  Complicated cross-section 
§  UHV required 

RIXS has only recently measured spin excitations 
§  First measurement bimagnons k-edge La2CuO4  

Hill et al. PRL (2008) 
§  First measurement magnons L-edge La2CuO4 Braicovich 

PRL (2010) 
 

M. P. M. Dean, JMMM 15, 3-13 (2015) 



Allows measurement of very small samples 

1 hr scan 
ΔE =134 meV 

Inelastic scattering from 25 isolated, single unit cell thick layers of La2CuO4 
Compare to INS: La2CuO4  47.5g of material (Headings et al. PRL (2010)) 
RIXS is a factor of >1011 more sensitive! 

M. P. M. Dean et al. Nature Materials (2012) 

MBE 
Ivan Bozvic 



MEASURING ORBITAL 
EXCITATIONS 



Iridates 
The combined effect of: 
§  Strong spin-orbit (SO) coupling
§  Octahedra crystal field splitting 

 
 
 
 
Novel type of Mott insulator with 
Jeff (not S) magnetic moments 

Kim et al., PRL 101, 076402 (2009)	

Magnetic Excitation Spectra of Sr2IrO4 Probed by Resonant Inelastic X-Ray Scattering:
Establishing Links to Cuprate Superconductors

Jungho Kim,1 D. Casa,1 M.H. Upton,1 T. Gog,1 Young-June Kim,2 J. F. Mitchell,3 M. van Veenendaal,1,4

M. Daghofer,5 J. van den Brink,5 G. Khaliullin,6 and B. J. Kim3,*
1Advanced Photon Source, Argonne National Laboratory, Argonne, Illinois 60439, USA
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We used resonant inelastic x-ray scattering to reveal the nature of magnetic interactions in Sr2IrO4, a 5d
transition-metal oxide with a spin-orbit entangled ground state and Jeff ¼ 1=2 magnetic moments. The

magnon dispersion in Sr2IrO4 is well-described by an antiferromagnetic Heisenberg model with an

effective spin one-half on a square lattice, which renders the low-energy effective physics of Sr2IrO4 much

akin to that in superconducting cuprates. This point is further supported by the observation of exciton

modes in Sr2IrO4, whose dispersion is strongly renormalized by magnons, which can be understood by

analogy to hole propagation in the background of antiferromagnetically ordered spins in the cuprates.

DOI: 10.1103/PhysRevLett.108.177003 PACS numbers: 74.10.+v, 74.72."h, 75.30.Ds, 78.70.Ck

Quantum magnetism in transition-metal oxides (TMOs)
arises from superexchange interactions among spin mo-
ments that depend on spin-orbital configurations in the
ground and excited states. The array of magnetism in 3d
TMOs is now well-understood within the framework of
Goodenough-Kanamori-Anderson [1], which assumes
conservation of spin angular momentum in the virtual
charge fluctuations. However, it has been recently realized
that strong relativistic spin-orbit coupling (SOC) can dras-
tically modify the magnetic interactions and yield a far
richer spectrum of magnetic systems beyond the standard
picture. Such is the case in 5d TMOs, in which the energy
scale of SOC is on the order of 0.5 eV (as compared to
#10 meV in 3d TMOs). For example, A2IrO3 ((A ¼
Li;Na) is being discussed as a possible realization of the
long-sought-after Kitaev model with bond-dependent mag-
netic interactions [2–4]. Furthermore, strong SOC may
result in nontrivial band topology to realize exotic topo-
logical states of matter with broken time reversal symme-
try, such as a topological Mott insulator [5], a Weyl
semimetal, or an axion insulator [6]. Despite such intrigu-
ing proposals, the nature of magnetic interactions in sys-
tems with strong SOC remains experimentally an open
question.

In this Letter, we report on the magnetic interactions in a
5d TMO, Sr2IrO4, with a spin-orbit entangled ground state
carrying Jeff ¼ 1=2 moments [7,8], probed by resonant
inelastic x-ray scattering (RIXS). These Jeff ¼ 1=2 mo-
ments are distinct from pure spins because their interac-
tions are predicted to depend strongly on lattice and
bonding geometries [2] due to an admixture of spatially
anisotropic orbital moments in the Jeff ¼ 1=2 wave

function. In the particular case of corner-sharing oxygen
octahedra on a square lattice, relevant to Sr2IrO4 [9]
[Fig. 1(a)], the magnetic interactions of Jeff ¼ 1=2 mo-
ments are described by a pure Heisenberg model, barring
Hund’s coupling that contributes a weak dipolarlike an-
isotropy term [2,10]. This is surprising, considering that
strong SOC typically results in anisotropic magnetic cou-
plings that deviate from the pure Heisenberg-like spin
interaction in the weak SOC limit. A compelling outcome
is that a novel Heisenberg antiferromagnet can be realized

(a) (b)

Sr

O

Sr2IrO4

Ir

Jeff=1/2 moments

FIG. 1 (color online). (a) Because of a staggered in-layer
rotation of oxygen octahedra, Sr2IrO4 has four IrO2 layers in
the unit cell [9], which coincides with the magnetic unit cell.
(b) Jeff ¼ 1=2 moments lie and are canted in the IrO2 plane [8].
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Orbital transition in L-edge RIXS 

Electric dipole selection rule for optics: 
 
 
L-edge has two dipole operators: 
-  Direct on-site orbital transition are allowed 

 

Δml = 0,±1Δl = ±1 (not zero)

d 2σ
dΩdω

∝  〈 f | D̂(ε) | n〉〈n | D̂(ε) | i〉
Ei −En + !ωi + iΓ|n〉

∑
2



Instrument concept hard x-ray RIXS 

For RIXS cannot use arbitrary Ei 

 
Relax backscattering condition and search for best 
Bragg reflection 
 
Best energy resolution:  
0.04 / 11200 = 4 x 10-6 

 
 
 

Θ B≈ 85
o

144 Yu.V. Shvyd’ko et al. / Journal of Electron Spectroscopy and Related Phenomena 188 (2013) 140–149
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Fig. 5. Optical schemes for X-ray energy analysis with a position-integrating detector – PID (a) and a position sensitive detector – PSD (b). X-rays from the sample (S) are
gathered in a solid angle ! × ! (typically ! ≃ 0.1–0.05 rad) by the crystal analyzer consisting of the two-dimensional array of flat crystals on a sphere of radius RA centered
at O, and “focused” on the detector. The best focusing (apparent focus at point F) is achieved by placing the sample – a source of secondary spherical waves – at point S on a
circle of radius RA/2 centered at O′ – Rowland’s circle.

geometrical broadening is a broadening due to the angular spread,
"# = "dA/RA, around the average incidence angle, #A, of the X-rays
incident upon the analyzer single crystal segment "dA – Fig. 5. The
energy E of reflected photons changes with the incidence angle,
# = $/2 − %, following Bragg’s law, E cos # = EH. Here % is the Bragg
angle, EH = hc/2dH is the Bragg energy, the energy of X-ray photons
reflected at normal incidence # = 0◦ to the reflecting atomic planes
with inteplanar distance dH; h is Planck’s constant, and c is the speed
of light in vacuum. The angular spread results in a broadening of
the energy band in which the photons are reflected:

"E(a)
g

E
= "# tan #A ≃ "dA

RA cos #A
tan #A. (3)

The geometrical broadening can be substantial, if the incidence
angle #A is not very close to 0◦, i.e., to normal incidence. This is
the usual case with RIXS, since to have sufficient range (≃20 eV) for
analyzer energy variation, at least #A ! 3–5◦ is typically required.

To minimize the geometrical broadening "Eg, either a larger
radius of the analyzer arm RA has to be used, or a smaller analyzer
segment size "dA, or both. Both of these are, however, unfavorable
measures. In the first case, the spectrometer size increases, in the
second case analyzer fabrication is more difficult.

An elegant solution, for overcoming the geometrical broadening,
has been demonstrated by Huotari et al. [5,6]. To understand how
this solution works, the following two observations are important.
First, since the analyzer consists of flat segments placed on a sphere,
the image of a point source is not a point, but rather an extended
image twice as large as the analyzer segment [13] – Fig. 5(a). Second,
according to Bragg’s law, cos # = EH/E, each spectral component, E,
is reflected from a flat crystal only at one incidence angle #, and
therefore each spectral component is “imaged” to a certain place of
the analyzer image – Fig. 5(b). The latter is strictly correct only
under the assumption that the intrinsic width "Ei is negligibly
small, which is not the case in general.

If instead a position sensitive detector is used with a spatial res-
olution (pitch) "dD ≪ "dA then the geometrical broadening is due
to angular spread "# = "dD/2RA cos #A of X-rays incident upon
the micro-strip detector pixel size "dD. As a result the expression
for the energy broadening given by Eq. (3) transforms to:

"E(d)
g

E
= "# tan #A ≃ "dD

2RA cos #A
tan #A. (4)

The crystal segment size "dA no longer has negative impact. Use of
the position sensitive detector (PSD) offers many advantages due
to this change: (i) the IXS signal is detected differentially in space
and thus in photon energy, overcoming the problem of geomet-
rical broadening due to the analyzer segment size. (ii) Use of the
PSD allows one to take snapshots of the IXS spectra in the spectral
range given by Eq. (3), determined by the size of crystal segment
"dA. (iii) The energy resolution is determined by detector’s spa-
tial resolution "dD – Eq. (4), and is independent of crystal segment
size "dA. (iv) Better energy resolution can be achieved even if RA is
decreased, thus increasing the count-rate which varies as ∝ 1/R2

A.
(v) A large crystal segment size "dA can be chosen to simplify
analyzer fabrication.

5.3. Analyzer crystals and matching Bragg reflections

Bragg reflections, convenient for use with RIXS analyzers are
those for which, first, the intrinsic Bragg width "Ei is close to
desired energy resolution of the spectrometer. Second, for the
desired photon energy E, the incidence angle # determined by
Bragg’s law, should be not too close to normal incidence, to ensure
sufficiently large energy variation with #, but also not too far,
to keep the geometrical broadening contribution, Eq. (4), small.
For typical MERIX applications, "Ei ≃ 50–100 meV and # ≃ 2 −5◦

would be optimal.
Silicon (Si) is usually the first choice material for X-ray optics

applications, and for X-ray analyzer applications in particular,
because sufficiently large and high-crystal-quality crystals are
commercially available. Si offers some Bragg reflections matching
energies of absorption edges in the lower energy range, as shown in
Table 2. However, not all desired photon energies can be matched
using Si, and also "Ei becomes too narrow in Si for higher energy
absorption edges, when <30 meV, which does not match well with
the MERIX monochromator bandwidth "EM = 70 meV, or with the
targeted resolution of MERIX.

Germanium (Ge) is another good option, especially for achieving
50–100 meV resolution. Table 2 features some interesting cases.
However, even with all the available Bragg reflections in Ge, they
still cannot match all the energies of absorption edges of interest.

Using materials with crystal lattice symmetry lower than the
cubic symmetry of Si and Ge, offers a richer set of matching
Bragg reflections for fixed photon energies [34,13]. In particular
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Ir L-edge spectrum Sr2IrO4 

polarization dependence and the dispersion relations, confirming
that the exciton dynamics is essentially captured by the effective
t–J model.

A well-defined excitonic QP in a 2D spin–1/2 quantum AF.
Having justified the hole-versus-exciton analogy, we now bring to
light the key observation from the exciton spectra. The energy
distribution curves, measured in the normal incidence geometry
to highlight the B mode, reveal a very sharp exciton peak, most
prominent at q¼ (p/2,p/2) (Fig. 4a) and resolved throughout
most part of the Brillouin zone (Fig. 4b). We use a phenomen-
ological Lorentzian lineshape to fit the spectra to extract the peak
energy, width and intensity, which are summarized in Fig. 4c.

We note that the peak width is as narrow as E50 meV (of
which 40 meV is intrinsic after deconvoluting the instrumental
broadening) at q¼ (p/2,p/2). While such a sharp peak is not
uncommon in RIXS spectra of iridates29, it is certainly much
narrower than that of the sharpest peak (B200 meV) in the hole
spectral function measured by ARPES for the same material13,30.
The peak width is also much smaller than its total bandwidth
(E112 meV), which establishes the exciton as a propagating
mode in a solid, or a QP. More importantly, our observation of an
excitonic QP establishes hard evidence that a particle can
propagate coherently through a 2D spin–1/2 quantum AF.
Although dispersive excitons have been observed in classical
three-dimensional magnets31–33, we are not aware of any
excitonic QP observed in a 2D spin–1/2 quantum AF. This
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Figure 4 | Exciton dynamics in Sr2IrO4. (a) RIXS spectrum at q¼ (p/2,p/2) (black open circles). The blue shaded peak corresponds to the exciton QP
peak. The spectrum was fitted (red solid curve) using a Lorenzian lineshape for the exciton QP peak and Gaussian lineshapes for all other peaks (red
dashed lines). The low-energy features relative to exciton QP consist of elastic, single- and double-magnon peaks, and high-energy features the sum of
C mode and background due to electron–hole continuum and the incoherent part of B mode. (b) Stack plot of the image plot in Fig. 2a, left panel.
Oval symbols mark the energy position of the QP. In addition to the QP, a small peak with the dispersion minimum at the G point at EE0.37 eV is observed.
A similar peak has been observed in a related material Na2IrO3 and attributed to a bound state at the edge of the particle–hole continuum29.
(c) Energy, width and intensity of the QP peaks along high-symmetry lines extracted from peak fitting as exemplified in a. Error bars represent the s.d.
in the data fitting procedure.
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The dynamics of a single hole doped into a low-dimensional
quantum antiferromagnet (AF) constitutes one of the
classic unsolved problems, which has drawn much interest

in the context of cuprate high-temperature superconductors1–3.
In one picture, the single hole forms a coherent QP propagating
in a medium of quantum-fluctuating spins, which strongly
renormalizes the dispersion relations and the mutual interactions
of the holes at finite doping. This spin–polaron picture
is supported by numerical approaches, such as quantum
Monte Carlo4, exact diagonalization5 and self-consistent Born
approximation (SCBA)2. In a contrasting picture, the notion of
QP can break down due to various mechanism such as
orthogonality catastrophe6, spin–charge separation7 and/or
localization effects8, reflecting the unconventional nature of
two-dimensional (2D), strongly interacting fermions. To date,
no evidence for a QP has been found in experiments9–12 that
probe the dynamics of a single hole doped into a 2D spin–1/2
quantum AFs.

Motivated by the recent discovery of a new pseudospin–1/2
Heisenberg AF on a square lattice, Sr2IrO4 (refs 13–18), we
demonstrate a novel experimental approach using resonant
inelastic X-ray scattering (RIXS), which is a rapidly evolving
tool especially well suited for such 5d transition-metal oxides, to
address this longstanding problem. On the basis of its remarkable
similarity to superconducting cuprates in structural18,
electronic13 and magnetic aspects14–16, superconductivity has
been predicted in Sr2IrO4 (ref. 19). Although the electron
correlation strength in Sr2IrO4 has been under much debate20–24,
questioning the validity of classifying this compound as a Mott
insulator, Sr2IrO4 shares the same phenomenology that the hole
spectral function as measured by angle-resolved photoemission
spectroscopy (ARPES) lacks a legitimate QP13. This similarity
suggests a common origin for the absence of a well-defined QP in
the ARPES spectra for two distinct but similar classes of materials.
As we shall see, however, Sr2IrO4 supports a well-defined QP in

another excitation channel, which RIXS is sensitive to and reflects
the same dynamics as that of a hole, offering a novel route to
studying elementary excitations in correlated oxides.

In an earlier RIXS study of Sr2IrO4, excitations of a hole across
the spin–orbit coupling split levels (from the j¼ 1/2 manifold to
the j¼ 3/2 manifold) have been identified and it has been shown
that their dispersions can be understood in close analogy to the
single-hole problem16. Figure 1 depicts the hole-versus-exciton
analogy: a ‘foreign’ object injected into a quantum Heisenberg
AF, be it a hole or an exciton, creates a string of flipped spins
along its hopping path. This analogy, in principle, suggests that
the dynamics of a particle moving in a magnetic medium can also
be studied using the exciton. However, the energy resolution of
RIXS used in the earlier study (E130 meV) was insufficient to
resolve the dispersion and the intrinsic linewidth of the two-
exciton modes associated with the two pairs of Kramers doublets
in the j¼ 3/2 manifold (Fig. 2a). Here we exploit the different
orbital symmetries of the two-exciton modes to selectively probe
each mode, and with the much improved energy resolution
(E30 meV) offered by RIXS after recent developments, reveal
their full dynamics.

Hole propagation

Exciton propagation

Figure 1 | Hole versus exciton propagation in an antiferromagnetic
background. (a) A moving hole (blue square) leaves a string of excited
spins behind; that is, every hopping motion of the hole generates a flipping
of a spin relative to the ground state configuration. Black wavy lines indicate
pairs of ‘misaligned’ spins. (b) An analogous exciton hopping. While the
nature of the spin–orbit exciton (charge-neutral object) and the hole
(charged particle) is quite different, they share in common that their
hopping creates a string of flipped spins (or isospins in the case of exciton).
See Fig. 2 for the description of the isospins and the spin–orbit excitons.
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Figure 2 | RIXS spectra of Sr2IrO4. (a) The spin–orbital level scheme of
the three Kramers pairs and their orbital shapes in Sr2IrO4. The three-fold
degenerate orbital states of t2g symmetry under the cubic crystal field splits
into a j¼ 1/2 doublet and a j¼ 3/2 quartet in the presence of spin–orbit
coupling. The spin–orbit entangled nature of these quantum states is
illustrated with colours; orange (blue) represent spin up (down) projection.
A tetragonal crystal field further splits the j¼ 3/2 quartet into two Kramers
doublets labelled as B and C; B (C) represents states with jz quantum
numbers ±3/2 (±1/2). Spin–orbit exciton refers to an excitation of a
hole from the j¼ 1/2 manifold to the j¼ 3/2 manifold. (b) Spectrum at
q¼ (p/2,p/2) measured at three different X-ray incident angle f of 8!,
45! and 82!, corresponding to three-dimensional q of (" 3.5,3,25.5),
(0.5,0,34) and (3.5,3,25.5), respectively, in reciprocal lattice units. A, B and
C denote the energy positions of the three Kramers pairs illustrated in a.
The scattering angle 2y was kept within 5! from 90!.

ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms5453

2 NATURE COMMUNICATIONS | 5:4453 | DOI: 10.1038/ncomms5453 | www.nature.com/naturecommunications

& 2014 Macmillan Publishers Limited. All rights reserved.

Various excitations 
in spectrum 
§  Magnon 
§  Exciton 
§  Etc 
 
Consider single site 
model 
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Q dependence 

Dispersive orbital mode  
 
Mode lifetime >> decay 
rate 
 
Quasi-particle is orbital 
excitation dressed with 
magnetic excitations 

Results
Strong modulation of RIXS intensities as a function of
incident X-ray angle. Figure 2b shows the RIXS spectra mea-
sured at three different incident angles f of X-ray while fixing
momentum transfer at q¼ (p/2,p/2). The two-exciton modes,
labelled as peaks B and C, show strong modulations in intensity
as a function of f through the change in the incident and out-
going X-ray polarizations relative to the sample surface and
thereby the RIXS matrix elements. In particular, the peak B is
strongly enhanced (completely suppressed) by tuning f to
normal (grazing) incidence geometry. This strong matrix element
effect enables selective mapping of B and C modes, as shown in
Fig. 3a. While both B and C modes display rather similar dis-
persions, the B mode has a much narrower linewidth (see Fig. 4c).
We note that the electron–hole continuum having a threshold of
E0.41 eV (ref. 25) may strongly damp the C mode. With the two-
exciton modes disentangled, our high-resolution measurement
yields for the B mode a bandwidth of E112 meV. This finding is
consistent with the expectation that the bandwidth is on the scale
of a few times the antiferromagnetic exchange coupling J of about
60 meV (ref. 16). The global topology of the dispersions with
minimum at q¼ (p/2,p/2) and maximum at the G point precisely
matches that measured for a hole in cuprates by ARPES9, which
strongly supports the hole-versus-exciton analogy.

Justification of hole-versus-excition analogy. We compare the
experimental data to the spectral function of the effective
t–J model calculated within the SCBA (Fig. 3b and Supplementary
Fig. 1). For details, see Supplementary Note 1 and ref. 16. The
calculation yields two modes, one of which is predominantly from
the Kramers doublet with quantum numbers |j¼ 3/2, jz¼±3/
24, while the other has mostly |j¼ 3/2, jz¼±1/24 character.
Through an explicit calculation of the RIXS matrix elements, we
find that their dependences on f are such that the jz¼±1/2
(jz¼±3/2) states, with more in-plane components, are enhanced
in intensity in the grazing (normal) incidence geometry. This
implies a level scheme of jz¼±1/2 lying higher in energy (in the
hole picture) than the jz¼±3/2 states, which is opposite to
expectations based on perfectly cubic or c axis-elongated oxygen
octahedra, but agrees with the results from non-resonant inelastic
X-ray scattering26, electron spin resonance27 and quantum
chemistry calculations28. Taking a crystal field splitting DBC of
137 meV and fixing all other parameters to values inferred from
independent studies, the effective t–J model reproduces the gross
features of the experimental spectra. Details are improved by
including further neighbouring hoppings, which are expected to
be significant based on sizable further neighbour magnetic
couplings16. With the parameters given in Fig. 3b caption, we
find an excellent agreement with the data in terms of the
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Figure 3 | Selective mapping of the two-exciton modes and their comparison to SCBA calculations. (a) Image plot of RIXS spectra measured along
high-symmetry lines in the normal and grazing incidence geometry. (b) SCBA calculations using the parameters lSO¼ 382 meV, DBC¼ 137 meV,
t1¼ J1/2¼ 30 meV, t2¼ t3¼ 7.6 meV, J1¼60 meV, J2¼ " 20 meV and J3¼ 15 meV. t1,2,3 (J1,2,3) denote first, second and third nearest neighbour
hoppings (magnetic couplings). lSO and DBC are defined in Fig. 2. The spectral functions obtained by SCBA calculations are convoluted with a
Lorentzian function with 5 meV width.
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Advantages/disadvantages of x-rays 
for orbital excitations 

Raman  
§  Fast, excellent energy resolution and polarization control 
§  Not Q-resolved 
§  Not a simple cross-section 

Neutrons 
§  dd-excitations only indirectly allowed 
§  Challenging to due limited neutron flux at incident energies of 

several eV 

Non resonant IXS 
§  At high Q higher order terms in Hint beyond dipole are 

important  

d 2σ
dΩdω

∝  〈 f |H int | i〉 2



MEASURING CHARGE 
EXCITATIONS 



Cross section 

Consider density-density correlation function for 
energy loss 1-100 eV range 
 
 
 
Excitations are  propagating charge modes – 
plasmons. 
 
Easiest to measure in materials with low atomic 
number elements 

S(Q,ω) = 1
2π!

dt e
−∞

∞

∫
−iωt

ρ(Q, t = 0)ρ+(Q, t)



MERIX 
Sector 27 
APS 

MERIX Spectrometer@30-ID.APS

-

MERIX mirror.
Focus: 5 µm (V) ⇥40µm (H)

-

Analyzer gimbal

-

Ge(337)
diced analyzer:
�Ei = 42 meV

-

-

-

�E = 72 meV

Yu. Shvyd’ko

J. Hill

C. Burns

S. Coburn

E. Alp

A. Said

T. Toellner

and many others

Advances in X-Ray Optics for IXS Yu. Shvyd’ko IXS Workshop, NSLS-II, February 7-8, 2008 foil 6/44

Instrument 
needs: 
§  Energy range 

~0-100 eV 

§  Energy resolution  
~300 meV 



Charge response of graphite/
graphene 
Dynamical susceptibility linked 
to dielectric response  
 
 
 
In principle, a full description of 
charge response: 
e.g. charge screening 

S(Q,ω) = 1
π

1
1− exp(−!ω / kBT )

Im −χ (Q,ω)[ ]

J.P. Reed et al., Science 330, 5 (2010) 	
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The Effective Fine-Structure Constant
of Freestanding Graphene Measured
in Graphite
James P. Reed,1 Bruno Uchoa,1 Young Il Joe,1 Yu Gan,1 Diego Casa,2

Eduardo Fradkin,1 Peter Abbamonte1*

Electrons in graphene behave like Dirac fermions, permitting phenomena from high-energy
physics to be studied in a solid-state setting. A key question is whether or not these fermions
are critically influenced by Coulomb correlations. We performed inelastic x-ray scattering
experiments on crystals of graphite and applied reconstruction algorithms to image the
dynamical screening of charge in a freestanding graphene sheet. We found that the polarizability
of the Dirac fermions is amplified by excitonic effects, improving screening of interactions
between quasiparticles. The strength of interactions is characterized by a scale-dependent,
effective fine-structure constant, ag* (k, w), the value of which approaches 0.14 T 0.092 ~ 1/7 at
low energy and large distances. This value is substantially smaller than the nominal a g = 2.2,
suggesting that, on the whole, graphene is more weakly interacting than previously believed.

Graphene is a single layer of carbon atoms
with an unusual electronic structure that
mimics the massless Dirac equation, al-

lowing phenomena familiar from high-energy
physics to be investigated in a solid-state setting
(1). Because of its low density of states near the
Fermi level, it is possible to tune the effective
carrier density of graphene with a gate voltage.
This makes graphene the potential foundation for a
newgeneration of low-cost, flexible electronics (1).

It is widely believed that graphene, if isolated
from substrate effects, should be a strongly in-
teracting electron system. (1–8) The strength of
Coulomb interactions in graphene ismeasured by
the ratio of its potential energy to its kinetic ener-
gy,U=K ¼ e2=ℏvF ¼ 2:2, where e is the charge
of an electron,ℏ is Planck’s constant, and vF is the
Fermi velocity of the Dirac particles. This ratio is
independent of the carrier density and is usually
referred to as the fine-structure constant, ag. Un-
like the analogous quantity a ¼ 1=137 in quan-
tum electrodynamics (QED), ag is greater than
unity; thus, there is no small expansion parameter
for electromagnetic interactions, which have been
predicted to lead to novel ground states such as an
excitonic insulator (3) or a perfect fluid that might
exhibit electronic turbulence (4).

Surprisingly, so far there is little direct evi-
dence for strong interactions in graphene. The
hallmark of interactions is a logarithmically di-
vergent renormalization of the Fermi velocity, vF
(5, 8). However, this effect has not been observed
in either angle-resolved photoemission spectros-

copy (ARPES) experiments (9, 10) or in scan-
ning single-electron transistor (SET) measurements
of the electronic compressibility (11). A recent
optical infrared measurement observed a depar-
ture from the noninteracting spectrum (12); how-
ever, the effect is not logarithmic and does not
agree with ARPES or SET measurements. In-
teraction effects have been observed in high
magnetic fields, but in this case the kinetic energy
is quenched by the formation of Landau levels
(13–15). Some of these measurements were done
on supported graphene, which can suppress inter-
actions through substrate dielectric screening.
However, recent measurements show that free-

standing graphene in zero field also behaves like
a simple semimetal (16).

The absence of a vF renormalization seems
irreconcilable with a large value of the fine-
structure constant. However, the particles mea-
sured in experiments are not bare electrons, but
dressed quasiparticles,which interact via the screened
Coulomb interaction (17). Hence, a better mea-
sure of the strength of interactions is the dressed
fine-structure constant, a*g (k, w) ¼ ag/e(k, w) ¼
ag½1þ V (k)c(k, w)$, whereV (k) ¼ 2pe2/k is the
bare Coulomb interaction in two dimensions,
e(k, w) is the dielectric function, and cðk, wÞ is
the charge response function of graphene. Unlike
ag, a*g (k, w) describes the retarded interaction
among the dressed quasiparticles and accounts
for the influence of screening generated dynami-
cally within the Dirac system (18).a*g (k, w) is not
a “background” dielectric constant, but a param-
eter that accounts for the dynamically generated
screening by the valence electrons. Diagrammatic
calculations may be structured in powers of
a*g ðk, w), so this function can be considered a
valid expansion parameter (19).

To determine a*g (k, w), one must determine
the response function, c(k, w), which is a general
representation of the charge dynamics of the
system. In real space, c(r1 − r2, t) represents the
amplitude that a disturbance in the electron
density at r1 will propagate to r2 after an elapsed
time, t. c(k, w) also describes, in linear response
theory, how the system responds to charged per-
turbations via

nind(k, w) ¼ V (k) c(k, w) next(k, w) ð1Þ

where next(k, w) is an arbitrary source and
nind(k, w) is the charge induced in the medium
(20).
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Fig. 1. IXS experiments
from graphite and extrac-
tion of the response func-
tion for graphene. (A)
Scattered intensity as a
function of energy and
momentum for highly
oriented pyrolitic graph-
ite (HOPG), which gives
theY-integrated response.
(B) Angle-resolved spectra
from single-crystal graph-
ite for the domain over
which anisotropy was ob-
served. (C) Brillouin zone
of graphene with various
vectors defined. (D) Test
of Eq. 4 on the electron
energy loss experiments
of Eberlein (24) (fit value
k = 0.33 Å−1), showing
that an accurate response
for graphene can be ob-
tained from IXS experi-
ments on graphite.
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Electronic screening movie 
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Advantages/disadvantages ox x-rays 
for plasmons 

Electron energy loss spectroscopy EELS 
§  Easier, cheaper 
§  Better sensitivity to small volumes 
§  Multiple scattering problems at high Q 
 
 

The Effective Fine-Structure Constant
of Freestanding Graphene Measured
in Graphite
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Electrons in graphene behave like Dirac fermions, permitting phenomena from high-energy
physics to be studied in a solid-state setting. A key question is whether or not these fermions
are critically influenced by Coulomb correlations. We performed inelastic x-ray scattering
experiments on crystals of graphite and applied reconstruction algorithms to image the
dynamical screening of charge in a freestanding graphene sheet. We found that the polarizability
of the Dirac fermions is amplified by excitonic effects, improving screening of interactions
between quasiparticles. The strength of interactions is characterized by a scale-dependent,
effective fine-structure constant, ag* (k, w), the value of which approaches 0.14 T 0.092 ~ 1/7 at
low energy and large distances. This value is substantially smaller than the nominal a g = 2.2,
suggesting that, on the whole, graphene is more weakly interacting than previously believed.

Graphene is a single layer of carbon atoms
with an unusual electronic structure that
mimics the massless Dirac equation, al-

lowing phenomena familiar from high-energy
physics to be investigated in a solid-state setting
(1). Because of its low density of states near the
Fermi level, it is possible to tune the effective
carrier density of graphene with a gate voltage.
This makes graphene the potential foundation for a
newgeneration of low-cost, flexible electronics (1).

It is widely believed that graphene, if isolated
from substrate effects, should be a strongly in-
teracting electron system. (1–8) The strength of
Coulomb interactions in graphene ismeasured by
the ratio of its potential energy to its kinetic ener-
gy,U=K ¼ e2=ℏvF ¼ 2:2, where e is the charge
of an electron,ℏ is Planck’s constant, and vF is the
Fermi velocity of the Dirac particles. This ratio is
independent of the carrier density and is usually
referred to as the fine-structure constant, ag. Un-
like the analogous quantity a ¼ 1=137 in quan-
tum electrodynamics (QED), ag is greater than
unity; thus, there is no small expansion parameter
for electromagnetic interactions, which have been
predicted to lead to novel ground states such as an
excitonic insulator (3) or a perfect fluid that might
exhibit electronic turbulence (4).

Surprisingly, so far there is little direct evi-
dence for strong interactions in graphene. The
hallmark of interactions is a logarithmically di-
vergent renormalization of the Fermi velocity, vF
(5, 8). However, this effect has not been observed
in either angle-resolved photoemission spectros-

copy (ARPES) experiments (9, 10) or in scan-
ning single-electron transistor (SET) measurements
of the electronic compressibility (11). A recent
optical infrared measurement observed a depar-
ture from the noninteracting spectrum (12); how-
ever, the effect is not logarithmic and does not
agree with ARPES or SET measurements. In-
teraction effects have been observed in high
magnetic fields, but in this case the kinetic energy
is quenched by the formation of Landau levels
(13–15). Some of these measurements were done
on supported graphene, which can suppress inter-
actions through substrate dielectric screening.
However, recent measurements show that free-

standing graphene in zero field also behaves like
a simple semimetal (16).

The absence of a vF renormalization seems
irreconcilable with a large value of the fine-
structure constant. However, the particles mea-
sured in experiments are not bare electrons, but
dressed quasiparticles,which interact via the screened
Coulomb interaction (17). Hence, a better mea-
sure of the strength of interactions is the dressed
fine-structure constant, a*g (k, w) ¼ ag/e(k, w) ¼
ag½1þ V (k)c(k, w)$, whereV (k) ¼ 2pe2/k is the
bare Coulomb interaction in two dimensions,
e(k, w) is the dielectric function, and cðk, wÞ is
the charge response function of graphene. Unlike
ag, a*g (k, w) describes the retarded interaction
among the dressed quasiparticles and accounts
for the influence of screening generated dynami-
cally within the Dirac system (18).a*g (k, w) is not
a “background” dielectric constant, but a param-
eter that accounts for the dynamically generated
screening by the valence electrons. Diagrammatic
calculations may be structured in powers of
a*g ðk, w), so this function can be considered a
valid expansion parameter (19).

To determine a*g (k, w), one must determine
the response function, c(k, w), which is a general
representation of the charge dynamics of the
system. In real space, c(r1 − r2, t) represents the
amplitude that a disturbance in the electron
density at r1 will propagate to r2 after an elapsed
time, t. c(k, w) also describes, in linear response
theory, how the system responds to charged per-
turbations via

nind(k, w) ¼ V (k) c(k, w) next(k, w) ð1Þ

where next(k, w) is an arbitrary source and
nind(k, w) is the charge induced in the medium
(20).
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Fig. 1. IXS experiments
from graphite and extrac-
tion of the response func-
tion for graphene. (A)
Scattered intensity as a
function of energy and
momentum for highly
oriented pyrolitic graph-
ite (HOPG), which gives
theY-integrated response.
(B) Angle-resolved spectra
from single-crystal graph-
ite for the domain over
which anisotropy was ob-
served. (C) Brillouin zone
of graphene with various
vectors defined. (D) Test
of Eq. 4 on the electron
energy loss experiments
of Eberlein (24) (fit value
k = 0.33 Å−1), showing
that an accurate response
for graphene can be ob-
tained from IXS experi-
ments on graphite.
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More information 
RIXS 
§  L.J.P. Ament et al. Rev. Mod. Phys. 83, 705 (2011) 
 
Non resonant IXS and Phonons 
§  A.Q.R. Baron, arXiv:1504.01098 (2015) 
§  H. Sinn, J. Phys.: Condens. Matter 13, 7525–7537 (2001)  
§  M. d’Astuto and M. Krisch, Collection SFN 10, 487–503 (2010) 

IXS and Plasmons (and other topics) 
§  Electron Dynamics by Inelastic X-Ray Scattering, Winfried Schülke, Oxford 

(2007) 
 
Inelastic scattering in general (focused on neutrons) 
§  G. Shirane, S.M. Shapiro and J.M. Tranquada, Neutron Scattering with a 

Triple Axis Spectrometer, Cambridge (2002) 
 
 


